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This article reviews the nature, the current state and possible future of Artificial Intelligence (AI). AI is described both in the abstract and 

in four forms that are currently evident not only in laboratories but also in real-world applications. Clarity about the public’s concerns 

is sought by articulating the threats that are inherent within AI. It is proposed that AI needs to be re-conceived as ‘complementary 

artefact intelligence’, and that the robotics notion of ‘machines that think’ needs to give way to the idea of ‘intellectics’, with the focus 

on ‘computers that do’. This article lays a foundation for two further articles on how organisations can adopt a responsible approach to 

AI, and how an appropriate regulatory scheme for AI can be structured. 
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1. Introduction 

Since the conception of Artificial Intelligence (AI) in the early
post-World War II period, there have been sporadic surges in
marketing fervour for various flavours of it. Its aura of mys-
tery and confusion, compounded by a considerable amount
of over-claiming, has stimulated periods of public enthusiasm
interspersed with ‘winters of discontent’. 

Several forms of AI are currently being vigorously pro-
moted, and are attracting attention from investors, user or-
ganisations, the media and the public. However, along with
their promises, they bring major challenges in relation to un-
derstandability, control and auditability. 

To date, public understanding of AI has been marketer-
driven and superficial. This is a perfect breeding-ground for
mood-swings, between euphoric and luddite. Many people
are wary about AI inherently undermining accountability and
stimulating the abandonment of rationality. Cautionary voices
have included cosmologist Stephen Hawking ( Cellan-Jones
2014 ), Microsoft billionaire Bill Gates ( Mack 2015 ), and tech-
nology entrepreneur Elon Musk ( Sulleyman 2017 ). 
∗ Corresponding authors at: Xamax Consultancy Pty Ltd, 78 Sidaway 
E-mail address: Roger.Clarke@xamax.com.au 
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0267-3649/© 2019 Roger Clarke. Published by Elsevier Ltd. All rights res
St, Chapman ACT 2611, Australia. 

Meanwhile, less prominent people are suffering from un-
reasonable inferences, decisions and actions by AI-based arte-
facts and systems. One form of harm is unfair and effec-
tively unappealable decisions by government agencies about
benefits and penalties, by financiers about credit-granting,
by insurers, and by employers. In addition, instances are ac-
cumulating of physical harm arising from autonomous acts
by artefacts such as cars and aircraft. Aggrieved victims are
likely to strike back against the technologies and their pur-
veyors. 

This article is addressed to a readership that is technically
literate, socially aware, and concerned with technology policy
and law. It accordingly assumes moderate familiarity with the
topic. It commences with brief overviews of AI and of several
key forms of it. The aim is to enable delineation of the threats
that accompany AI’s promises, and that give rise to the need
erved. 
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http://www.sciencedirect.com/science/journal/02673649
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or responsibility to be shown in relation to its development 
nd deployment. 

. Artificial Intelligence 

he term Artificial Intelligence (AI) was coined in 1955 in a 
roposal for the 1956 Dartmouth Summer Research Project in 

utomata ( McCarthy et al. 1955 ). The proposal was based on 

the conjecture that every aspect of learning or any other fea- 
ure of intelligence can in principle be so precisely described 

hat a machine can be made to simulate it". Histories of AI 
e.g. Russell and Norvig 2009 , pp. 16–28, Boden 2016 , pp.1–
0) identify multiple strands, but also multiple re-visits to 
uch the same territory, and a considerable degree of creative 

haos. 
Many attempts have been made to distill out the sense in 

hich the juxtaposition of the two words is to be understood.
onventionally ( Albus 1991 , Russell & Norvig 2003 , McCarthy 
007 ): 

Intelligence is exhibited by an artefact if it 

1) Evidences perception and cognition of relevant aspects of its 
environment 

2) Has goals; and 
3) Formulates actions towards the achievement of those goals 

The word ’artificial’ implies ’artefactual’ or ’human-made’.
ts conjunction with ’intelligence’ has imbued it with com- 
eting ideas about whether the yardstick is ’equivalent to hu- 
an’, ’different from human’ or ’superior to human’. 
The over-enthusiasm that characterises the promotion 

f AI has deep roots. Simon (1960) averred that "Within the 
ery near future - much less than twenty-five years - we shall 
ave the technical capability of substituting machines for 
ny and all human functions in organisations. ... Duplicating 
he problem-solving and information-handling capabilities 
f the brain is not far off; it would be surprising if it were 
ot accomplished within the next decade". Over 35 years 

ater, with his predictions abundantly demonstrated as being 
anciful, Simon nonetheless maintained his position, e.g. "the 
ypothesis is that a physical symbol system [of a particular 
ind] has the necessary and sufficient means for general 

ntelligent action" ( Simon 1996 , p. 23 - but expressed in 

imilar terms from the late 1950s, in 1969, and through the 
970s), and "Human beings, viewed as behaving systems, are 
uite simple" (p. 53). Simon acknowledged "the ambiguity 
nd conflict of goals in societal planning" (p. 140), but his 
ubsequent analysis of complexity (pp. 169–216) considered 

nly a very limited sub-set of the relevant dimensions. Much 

he same dubious assertions can be found in, for example,
urzweil (2005) : "by the end of the 2020s" computers will have 
intelligence indistinguishable to biological humans" (p.25),
nd in self-promotional documents of the current decade. 

AI has offered a long litany of promises, many of which 

ave been repeated multiple times, on a cyclical basis. Each 

ime, proponents have spoken and written excitedly about 
rospective technologies, using descriptions that not merely 
erged into the mystical, but even crossed the border into the 
ealms of alchemy. The exaggerations have resulted in under- 
elivery and a cyclical ’boom and bust’ pattern, with research 
unding being sometimes very easy to obtain, and sometimes 
ery difficult, depending on whether the focus at the time 
as on the hyperbole or on the very low delivery-rate against 
romises. 

Part of AI’s image-problem is that successes deriving from 

hat began as AI research have shed the name. In a quotation 

idely-attributed to John McCarthy, "As soon as it works,
o-one calls it AI anymore". For example, pattern recognition,
ariously within text, speech and two-dimensional imagery,
as made a great deal of progress, and achieved application 

n multiple fields, as diverse as dictation, optical character 
ecognition (OCR), automated number-plate recognition 

ANPR), and object and facial recognition. Game-playing,
articularly of chess and go, has surpassed human-expert 

evels, and provided entertainment value and spin-offs. It is 
s yet unclear, however, whether AI-based game-playing has 
rovided the breakthroughs towards posthumanism that its 
roponents appeared to be claiming for it. 

Organisations, in business and government alike, need to 
dentify AI technologies that have practical value, and devise 
ays to apply them so as to achieve benefits without incurring 
isproportionate disbenefits or giving rise to unjustified risks.
 key feature of AI successes to date appears to be that, even 

here the technology or its application is complex, it is under- 
tandable by people with appropriate technical background,
.e. it is not magic and is not presented as magic, and its appli-
ations are auditable. AI technologies that have been effective 
ave been able to be piloted and empirically tested in real- 
orld contexts, under sufficiently controlled conditions that 

he risks have been able to be identified, assessed and then 

anaged. 
The scope addressed in this article is very broad, in terms 

f both technologies and applications, but it excludes design 

nd use for warfare or armed conflict. It is, however, intended 

o include applications to civil law enforcement and domestic 
ational security, i.e. safeguards for the public, for infrastruc- 

ure, and for public figures. The following section undertakes 
rief scans of several current technologies that are within the 
eld of view. 

. AI exemplars 

I’s scope is broad, and contested. This section identifies sev- 
ral technologies that have current relevance. That relevance 
erives in part from claims of achievement of progress and 

enefits, and in part from media coverage resulting in aware- 
ess among organisations’ executives and staff and the gen- 
ral public. In addition to achieving a level of adoption, each 

aces degrees of technical challenge, public scepticism and re- 
istance. 

The following sub-sections briefly review four AI technolo- 
ies, with a view to enabling commonalities to emerge among 
he diversity of features. 

.1. Robotics 

he two foundational elements of robotics are programmabil- 
ty, implying computational or symbol-manipulative capabil- 
ties that a designer can combine as desired (a robot is a com-
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puter); and mechanical capability, whereby inbuilt actuators
influence its environment (a robot is a machine). A compre-
hensive design also requires sensors to acquire data from the
robot’s environment ( Arkin 1998 ). 

Robotics has built on its earlier successes in controlled en-
vironments such as the factory floor and the warehouse, and
is now in direct contact with the public. Some applications are
non-obvious, such as low-level control over the attitude, posi-
tion and course of craft both on or in water and in the air. Oth-
ers are more apparent. The last few years have seen a great
deal of activity in relation to self-driving vehicles ( Paden et al.
2016 ), variously on rails and otherwise, in controlled environ-
ments such as mines, quarries and dedicated tram, train and
bus routes, and recently in more open environments. In ad-
dition, robotics has taken flight, in the form of drones ( Clarke
2014a ). 

Many claims have been made recently about ’the Internet
of Things’ (IoT) and about systems comprising many small
artefacts, such as ’smart houses’ and ’smart cities’. For a con-
solidation and rationalisation of multiple such ideas into the
notion of an ’eObject’, see Manwaring & Clarke (2015) . Many
of the initiatives in this area are robotic in nature, in that they
encompass all of sensors, computing and actuators. The ap-
pearance of robotic technologies in public spaces has attracted
attention and rejuvenated concerns about their impacts and
implications. 

3.2. Cyborgisation 

The term ’cyborg’ was coined from ’cybernetic organism’ to
refer to a technologically enhanced human being, originally
in the context of survival in extraterrestrial environments
( Clynes and Kline 1960 ). Cyborgisation refers to the process of
enhancing individual humans by technological means, such
that a cyborg is a hybrid of a human and one or more arte-
facts ( Mann and Niedzviecki 2001 ; Clarke 2005 ; Warwick 2014 ).
Many forms of cyborg fall outside the field of AI, such as spec-
tacles, implanted lenses, stents, inert hip-replacements and
SCUBA gear. However, a proportion of the artefacts that are
used to enhance humans include sensors, computational or
programmatic ’intelligence’, and one or more actuators. Ex-
amples include heart pacemakers (since 1958), cochlear im-
plants (since the 1960s, and commercially since 1978), and
some replacement legs for above-knee amputees, in that the
artificial knee contains software to sustain balance within the
joint. 

Many such artefacts replace lost functionality, and are re-
ferred to as prosthetics. Others, which can be usefully referred
to as orthotics, provide augmented or additional functional-
ity ( Clarke 2011 ). An example of an orthotic is augmented re-
ality for firefighters, displaying building plans and providing
object-recognition in their visual field. It was argued in Clarke
(2014b) that use by drone pilots of instrument-based remote
control, and particularly of first-person view (FPV) headsets,
represent a form of orthotic cyborgisation. 

Artefacts of these kinds are not commonly included in cat-
alogues of AI technology. On the other hand, they have a great
deal in common with it, and research in the field is emergent
( Zhaohui et al. 2016 ). Substantial progress with medical im-
plants ( Bhunia et al. 2015 ) suggests that these technologies
have the prospect of becoming a flash-point for public con-
cerns, because they involve direct intervention with the hu-
man body. 

3.3. Rule-Based expert systems 

Computing applications for drawing inferences from data be-
gan with hard-wired, machine-level and assembler languages
(1940–1960), but made great progress with higher-level, im-
perative languages (indicatively, 1960–1990), particularly those
that enabled the coding of genuinely ’algorithmic’ programs,
such as ForTran (Formula Translator). This approach involves
an implied problem that needs to be solved, and an explicit
procedural solution to that problem. 

During the 1980s, additional means of generating in-
ferences became mainstream, which embody no explicit
‘problem’ or ‘solution’. Rule-based expert systems involve the
representation of human expertise as statements about re-
lationships between ‘antecedent’ and ‘consequent’ variables,
in the form ‘if-then’. The relationships may be theoretically-
based and/or empirically-derived, mere heuristics / ‘rules
of thumb’, or just hunches. When software that embodies
sets of rules is provided with data, it applies the rules to
that data, and draws inferences ( Giarratano and Riley 1998 ).
Frequently-cited applications include decisions about an
individual’s eligibility for citizenship or credit-worthiness
and about the legality or otherwise of an act or practice. 

Unlike algorithmic or procedural approaches, rule-based
expert systems embody no conception of either a problem or a
solution. A rule-base merely describes a problem-domain in a
form that enables inferences to be drawn from it ( Clarke 1991 ).
In order to understand the rationale underlying an inference, a
human needs access to the rules that were ‘fired’, and the data
that gave rise to their invocation. This may or may not be sup-
ported by the software. Even if access is supported, this may or
may enable human understanding of the rationale underlying
the inference, and whether or not the inference is reasonable
in the circumstances. 

3.4. AI/ML/Neural networks 

AI research has delivered a further technique, which accords
primacy to the data rather than the model, and has the effect
of obscuring the model to such an extent that no humanly-
understandable rationale exists for the inferences that are
drawn. The relevant branch of AI is ‘machine learning’ (ML),
and the most common technique in use is ‘artificial neu-
ral networks’. The approach dates to the 1950s, but limited
progress was made until sufficiently powerful processors were
readily available, from the late 1980s. 

Neural nets involve a set of nodes (each of which is anal-
ogous to the biological concept of a neuron), with connec-
tions or arcs among them, referred to as ‘edges’. Each con-
nection has a ‘weight’ associated with it. Each node performs
some computation based on incoming data, and may as a re-
sult adapt its internal state, in particular the weight associ-
ated with each arc, and may pass output to one or more other
nodes. A neural net has to be ‘trained’. This is done by select-
ing a training method (or ‘learning algorithm’) and feeding a
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training-set’ of data to the network in order to load up the 
nitial set of weights on the connections between nodes. 

Unlike previous techniques for developing software, neu- 
al networking approaches need not begin with active and 

areful modelling of a real-world problem-solution, problem 

r even problem-domain. Rather than comprising a set of en- 
ities and relationships that mirrors what the analyst has de- 
ermined to be the key elements and processes of a real-world 

ystem, a neural network model may be merely lists of input 
ariables and output variables (and, in the case of ‘deep’ net- 
orks, one or more levels of intermediary variables). To the 

xtent that a model exists, in the sense of a representation of 
he real world, it is implicit rather than express. The weights 
mputed for each connection reflect the characteristics firstly 
f the training-set that was fed in, and secondly of the partic- 
lar learning algorithm that was imposed on the training-set.

Enthusiasts see great prospects in neural network tech- 
iques, e.g. "There has been a number of stunning new results 
ith deep-learning methods ... The kind of jump we are seeing 

n the accuracy of these systems is very rare indeed" ( Markoff 
012 ). They claim that noisy and error-ridden data presents no 
roblems, provided that there’s enough of it. They also claim 

hat the techniques have a wide range of application areas.
ceptics, on the other hand, perceive that the techniques’ pro- 
onents overlook serious weaknesses ( Marcus 2018 ), and in ef- 
ect treat empiricism as entirely dominating theory. Combin- 
ng these issues with questions about the selectivity, accuracy 
nd compatibility of the data gives rise to considerable uncer- 
ainty about the techniques’ degree of affinity with the real 
orld circumstances to which they are applied. 

Inferences drawn using neural networking inevitably re- 
ect errors and biasses inherent in the implicit model, in the 
election of real-world phenomena for which data was cre- 
ted, in the selection of the training-set, and in the particular 
earning algorithms used to develop the application. Means 
re necessary to assess the quality of the implicit model, of the 
ata-set, of the data-item values, of the training-set and of the 

earning algorithm, and of the compatibility among them all,
nd to validate the inferences both logically and empirically.
nless and until those means are found, and are routinely ap- 
lied, AI/ML and neural nets need to be regarded as unproven 

echniques that harbour considerable dangers to the interests 
f organisations and their stakeholders. 

.5. Commonalities among these AI Exemplars 

he four AI technologies outlined here exhibit considerable 
ifferences, but also some commonalities. One important 
ommon factor is the lack of transparency about the means 
hereby inferences are drawn, decisions are made, and (in 

wo cases) actions are taken. The fog may be so dense that 
o scope exists for human understanding of the process, and 

here may even be no rationale and no means of reconstruct- 
ng one. Another common feature is intrusiveness into human 

ffairs, in some cases by the very nature of the technology, and 

n others as a result of the contexts within which they are ap- 
lied. Proponents of the technologies also make assumptions 
bout the nature of the data on which they depend, often with- 
ut checking that the assumptions are justified, and without 
eaningful consideration of the implications if they turn out 
o be wrong. 

. The threats inherent in AI 

he characteristics of AI, and of the four mainstream forms 
utlined in the previous section, give rise to a wide array 
f serious concerns about AI’s impacts and implications (e.g.
cherer 2016 , esp. pp. 362–373, Yampolskiy and Spellchecker 
016, Duursma 2018 ). Many of the concerns may be keenly-felt,
ut are vague, such as the disruption of work-based income- 
istribution, the imposition of predestination on individuals,
he dominance of collectivism over individualism, the under- 

ining of human rights, the disruption of culture, the dom- 
nance of the powerful over the weak, and the risk of under- 

ining the meaningfulness of human life. 
The following is proposed as an expression of concern 

hat has the capacity to provide guidance for responsible be- 
aviour: 

AI gives rise to errors of inference, of decision and of action, which
arise from the more or less independent operation of artefacts, for 
which no rational explanations are available, and which may be 
incapable of investigation, correction and reparation 

Even this expression requires unpacking, however, in order 
o identify problems that can be addressed by the crafting of 
afeguards. The following sections discuss five factors that un- 
erlie the above expression of the concerns about AI. The first 
onsideration is the extent of human delegation to artefacts.
his is followed by a consideration of assumptions about data 
nd about the processes used to draw inferences from data,
nd of the opaqueness of those inferences. The final factor 
xamined is the failure to sheet home responsibilities to the 
ntities involved in the AI industry supply chain. 

.1. Artefact autonomy 

he concept of ‘automation’ is concerned with the perfor- 
ance of a predetermined procedure, or response in prede- 

ermined ways to alternative stimuli. It is observable in hu- 
ans, e.g. under hypnosis, and is designed-into many kinds 

f artefacts. The rather different notion of ‘autonomy’ means,
n humans, the capacity for independent decision and action.
urther, in some contexts, it also encompasses a claim to the 
ight to exercise that capacity. It is associated with the notions 
f consciousness, sentience, self-awareness, free will and self- 
etermination. 

A common feature of the four AI technologies discussed 

arlier is that, to a much greater extent than in the past, soft-
are is drawing inferences, making decisions, and taking ac- 

ion. Put another way, artefacts are being imbued with a much 

reater degree of autonomy than was the case in the past. 
Artefact autonomy may merely comprise a substantial 

epertoire of pre-programmed stimulus-response rela- 
ionships. Alternatively, it may extend to the capacity for 
uto-adaptation of aspects of those relationships, or for the 
reation of new relationships. For example, where machine- 
earning is applied, the stimulus-response relationships 
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change over time depending on the cases handled in the
intervening period. 

As a result of emergent artefact autonomy, humanity is in
the process of delegating not to humans, but to human in-
ventions. This gives rise to uncertainties whose nature is dis-
tinctly different from prior and well-trodden paths of human
and organisational practice. A further relevant factor is that
autonomous artefacts have a high likelihood of stimulating
repugnance among a proportion of the public, and hence giv-
ing rise to luddite behaviour. 

In humans, autonomy is best approached as a layered phe-
nomenon. Each of us performs many actions in a subliminal
manner. For example, our eye and ear receptors function with-
out us ever being particularly aware of them, and several lay-
ers of our neural systems process the signals in order to offer
us cognition, that is to say awareness and understanding, of
the world around us. 

A layered approach is applicable to artefacts as well. Air-
craft generally, including drones, may have layers of behaviour
that occur autonomously, without pilot action or even aware-
ness. Maintenance of the aircraft’s ‘attitude’ (orientation to
the gravity-relative vertical and horizontal), and angle to the
wind-direction, may, from the pilot’s viewpoint, simply hap-
pen. At a higher level of delegation, the aircraft may adjust the
aircraft’s flight controls in order to sustain progress towards
a human-pre-determined or human-amended destination, or
in the case of rotorcraft, to maintain the vehicle’s location rel-
ative to the earth’s surface. A higher-order autonomous func-
tion is inflight manoeuvring to avoid collisions. At a yet higher
level, some aircraft can perform take-off and/or landing au-
tonomously, and some drones that lose contact with their pi-
lot can decide when and where to land. To date, high-order
activities that are seldom if ever autonomous include deci-
sions about the mission objective and when to take off, and
adjustments to the objective and destination. 

Artefact autonomy can be absolute, but is more commonly
qualified, in that a human – or perhaps some superordi-
nate artefact – can exercise some degree of control over the
artefact’s behaviour. Table 1 draws on and simplifies various
models that provide structure to that relationship, including
Armstrong (2010, p.14) , Clarke (2014a , Table 1 ) and Sheridan
& Verplank (1978 , Table 8.2, pp. 8-17-8.19) as interpreted by
Robertson et al. (2019 , Table 1 ). 

It is readily argued that the degree of autonomy granted
to artefacts needs to reflect the layer at which the particular
Table 1 – Degrees of autonomy. 

Function of 

Decision support system 

1. N
2. Analyse
3. Advise re
4. Recomme

Decision system 

5. Notify an Imp
6. Act and
7. Ac
function is operating. The sequence in which the alternatives
are presented in Table 1 corresponds with those layers. At the
lowest level (7), the rapidity with which analysis, decision and
action need to be undertaken may preclude conscious human
involvement. At the other extreme (1), artefacts lack the ca-
pability to deal with the complexities, ambiguities, variabil-
ity, fluidity, value-content and value-conflicts inherent in im-
portant real-world decision-making ( Dreyfus 1992 ). There are
circumstances (5–6) in which it is appropriate to enable au-
tonomous behaviour by artefacts subject to human interrup-
tion or override. In other circumstances (2–4), the appropriate
approach is for the artefact to provide decision support to hu-
mans, through analysis, advice and/or recommendation. 

There appears to be de facto public acceptance of the no-
tion of delegation of low-level, real-time functions to artefacts.
Even at that level, however, AI is adding a further level of mys-
tery. It remains to be seen whether the public will continue to
accept inexplicable events resulting in aircraft and driverless-
vehicle incidents. Following the crash of a second Boeing 737
Max in early 2019, the US President voiced a popular senti-
ment, to the effect that pilots should be professionals who can
easily and quickly take control of their aircraft. That portends
an edict that robot autonomy, at least for passenger aircraft,
will be limited to revocable autonomy (5–6), with layer 7 pro-
hibited. In respect of less structured decisions, there seems lit-
tle prospect of public acceptance even of revocable automated
decision-making. 

IEEE, even though it is one of the most relevant professional
associations in the field, made no meaningful attempt to ad-
dress these issues for decades. It is currently endeavouring to
do so. It commenced with a discussion paper ( IEEE 2017 ) which
avoids the term ‘artificial’, and prefers the term ‘Autonomous
and Intelligent Systems (A/IS)’. 

4.2. Inappropriate assumptions about data 

An artefact’s awareness of its environment depends on data
variously provided to it and acquired by its sensors. Any de-
ficiencies in the quality of that data undermine the appropri-
ateness of the artefact’s inferences, decisions and actions. 

Data quality is a function of a large set of factors ( Wang
and Strong 1996 ; Clarke 2016b ). Beyond validity, accuracy, pre-
cision, timeliness, completeness, and general and specific rel-
evance, the correspondence of the data with the real-world
phenomena that the process assumes it to represent depends
the artefact Function of the controller 

IL Act 
 options Decide among options 
 options Decide among options 
nd action Approve/Reject recommended action 

ending action Override/Veto an impending action 
 inform Interrupt/Suspend/Cancel an action 
t NIL 
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ttribute signification. 
Where data is drawn from multiple sources, definitional 

nd quality consistency among those sources is almost in- 
vitably a limiting factor, yet it is seldom considered ( Widom 

995 ). Data scrubbing (or ‘cleansing’) may be applied; but this 
s a dark art, and most techniques generate some errors in the 
rocess of correcting others ( Mueller and Freytag 2003 ). Fur- 
her, attention has already been drawn to the often-expressed 

laim that, with sufficiently large volumes of data, the im- 
acts of low data, matching and scrubbing quality automat- 

cally smooth themselves out. This is a justifiable claim in 

pecific circumstances, but in most cases is a magical incan- 
ation that does not hold up under cross-examination ( boyd 

nd Crawford 2012 ). 

.3. Inappropriate assumptions about the inferencing 
rocess 

ndeavours are being made to apply robotics outside the con- 
rolled environments in which they have enjoyed success 
factories, warehouses, and thinly human-populated mining 
ites) to contexts in which there is much more variability 
nd unpredictability, and much less structure (such as public 
oads, households, and human care applications). 

In the case of the flying robots popularly called drones,
onsiderable challenges confront the design and deployment 
ven of a generally applicable process for safe landing when 

ommunications are lost with the pilot, let alone collision- 
etection capabilities, far less collision-avoidance functional- 

ty. Yet these are processes that are expectations and even 

egal obligations in current, human-operated activities, and 

ence pre-conditions for AI-based substitutes. 
Where AI technologies depend on the drawing of infer- 

nces from data, confidence is needed that, in each case, and 

efore reliance is placed upon it, the inferencing process’s 
pplicability to the particular problem-category or problem- 
omain has been demonstrated – preferably both theoretically 
nd empirically. 

A further issue is the suitability of the available data as 
nput to the particular inferencing process. A great deal of 
ata is on nominal scales (which merely distinguishes cate- 
ories). Some is on ordinal scales (implying a structured re- 
ationship between categories, such as ‘good, better, best’),
nd some is on cardinal scales (with equal intervals between 

he categories, such as temperature expressed in degrees Cel- 
ius). Only a limited range of analytical tools is available for 
ata on such scales. Most of the powerful statistical tools ap- 
lied by data analysts assume that all of the data is on ratio 
cales (which feature equal intervals and a natural zero, such 

s degrees Kelvin). Many analyses abuse the rules of statis- 
ics by applying techniques inappropriately. Mixed-mode data 
i.e. where the various items of data are on different kinds of 
cale) is particularly challenging to deal with. Further, most 
ools cannot cope with missing values, and hence more or 
ess arbitrary values need to be invented. Given the problems 
hat need to be overcome, it is highly inadvisable for infer- 
ncing mechanisms to be relied upon as a basis for decision- 
aking that has material consequences, unless and until their 
pplicability to the data in question has been subjected to in- 
ependent analysis and certification. 

Of particular concern are assertions that empirical corre- 
ation unguided by theory is enough, and that rational expla- 
ation is a luxury that the world needs to learn to live with-
ut. These cavalier claims are published not only by excitable 

ournalists but also by influential academics ( Anderson 2008 ; 
aValle et al. 2011 ; Mayer-Schoenbeger and Cukier 2013 ). 

.4. Opaqueness of the inferencing process 

ome forms of AI, importantly including neural networking,
re largely empirical rather than based on an established 

heory. Moreover, where they embody any form of machine 
earning, their performance may vary over time even though 

he context appears unchanged. Some other AI technologies 
re built on a stronger theoretical base, but are complex and 

ulti-layered. These characteristics make it difficult for hu- 
ans to grasp how AI does what it does, and to explain and

nderstand the inferences it draws, the decisions it makes,
nd the actions it takes ( Burrell 2016 ; Knight 2017 ). 

This lack of transparency gives rise to many further fea- 
ures, summarised in Table 2 . Not all of these may be evident
n any given situation, but all of them may have serious con- 
equences for individuals and organisations. 

Where decision transparency is absent, the accountabil- 
ty of organisations for their decisions is undermined. Where 
ntities are secure in the knowledge that blame cannot be 
heeted home to them, irresponsible behaviour is inevitable.
nder threat are the established principles of evaluation, fair- 
ess, proportionality, evidence-based decision-making, and 

he capacity to challenge decisions ( APF 2013 ). 
There is increasing public pressure for explanations to be 

rovided for decisions that are adverse to the interests of indi- 
iduals and of small business. The responsibility of decision- 
akers to provide explanations has always been implied by 

he principles of natural justice and procedural fairness. In 

any jurisdictions, administrative law imposes specific re- 
uirements on government agencies. In the private sector as 
ell, organisations are gradually becoming subject to legal 
rovisions. In the EU, since mid-2018, access must be pro- 
ided to "meaningful information about the logic involved",
at least in" the case of automated decisions ( GDPR 2018 , Ar-
icles 13.2(f), 14.2(g) and 15.1(h), Selbst and Powles 2017 ). The 
cope and effectiveness of these provisions is as yet unclear.
ne interpretation is that "the [European Court of Justice] has 

made clear that data protection law is not intended to 
nsure the accuracy of decisions and decision-making pro- 
esses involving personal data, or to make these processes 
ully transparent ... [Hence] a new data protection right, the 
right to reasonable inferences’, is needed" ( Wachter and Mit- 
elstadt 2019 ). 

.5. Irresponsibility 

 further factor is at work in undermining accountability.
here has to date been inadequate discrimination among the 
arious stages of the supply-chain from laboratory experi- 
ent to deployment in the field. This leads to a failure to as-

ign responsibilities to the various categories of entities. 
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Table 2 – Implications of the lack of process transparency. 

• A-rationality 
A description of how and why an outcome came about may not exist, and an ex post facto rationalisation of it may not be able to be 
constructed, with the result that no humanly-understandable explanation can be provided 
• Unreplicability 

A process performed by means of AI may not be able to be repeated, which undermines the scope for investigation and reconstruction of 
the sequence of events 
• Unauditability 

A process may not be able to be checked by an independent party such as an auditor, judge or coroner, because records of the initial state, 
intermediate states and triggers for transitions between states, may not exist and may not be able to be re-constructed 
• Uncorrectability 

Even where an outcome appears to be in error, the factors that gave rise to it may not be discoverable, and, in the absence of an 
explanation, undesired actions may not be correctable 
• Unaccountability 

Even if an entity has nominal responsibility for a decision or action, it may escape accountability, perhaps on grounds similar to force 
majeure , i.e. AI’s opaqueness may be seen as a force that is beyond the capacity of a human entity or organisation to cope with, thereby 
absolving it of responsibility 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Table 3 , the AI supply-chain is depicted as a succession
of phases, from laboratory experiment to deployment in the
field. Distinctions are drawn among technology, artefacts
that embody the technology, systems that incorporate the
artefacts, and applications of those systems. Appropriate
responsibilities can then be assigned to, successively, re-
searchers, inventors, innovators, purveyors, and users. Each
of these categories of entity bears moral responsibility for
disbenefits arising from AI. Further, each of these categories of
entity needs to be subject to legal constraints and obligations,
commensurate with the roles that they play. 

This section has sought to unbundle the many aspects
of AI that embody threats, and that are at the heart of the
public’s demands for controls over AI. The following two ar-
ticles in the series examine how organisations can exercise
responsibility in the consideration of AI, and how a regula-
tory regime can be structured to ensure effective safeguards.
The final section in this paper suggests that reconception
of the field can be instrumental in assisting in the achieve-
ment of responsibility in relation to technology, artefacts and
systems. 

5. Rethinking AI 

A major contributor to AI’s problems has been the diverse and
often conflicting conceptions of what it is, and what it is trying
to achieve. After 65 years of confusion, it is high time that the
key ideas were disentangled, and an interpretation adopted
Table 3 – Entities with responsibilities in relation to AI. 

Phase Result Responsibility 

Research AI technology Researchers 
Invention AI-based artefacts R&D engineers 

Innovation AI-based systems Developers 
Dissemination Installed AI-based systems Purveyors 

Application Impacts Users 

 

 

 

 

 

 

 

 

 

 

 

that can assist user organisations to appreciate the nature of
the technologies, and then analyse those technologies’ poten-
tial contributions and downsides. 

This section suggests two conceptualisation that are in-
tended to assist in understanding and addressing the tech-
nical, acceptance and adoption challenges. 

5.1. Complementary artefact intelligence 

If the intelligence that AI delivers is intended to be ‘equiv-
alent to human’, some doubt has to be expressed about the
value of the exercise. It is far from clear that there was a need
for yet more human intelligence in 1955, when there were
2.8 billion people, let alone now, when there are over 7 bil-
lion of us, many under-employed and likely to remain so. If,
on the other hand, the intelligence sought is in some way
‘superior-to-human’, the question arises as to how superior-
ity is to be measured. For example, is playing a game better
than human experts necessarily a useful measure? There is
also a conundrum embedded in this approach: if Artificial In-
telligence is superior to human intelligence, can human intel-
ligence reliably define what ‘superior-to-human’ intelligence
means? 

An alternative approach may better describe what hu-
mankind needs. An idea that is traceable at least to Wyndham
(1932) is that " ... man and machine are natural comple-
ments: They assist one another". I argued in Clarke (1989) that
there was a need to "deflect the focus ... toward the con-
cepts of ‘complementary intelligence’ and ‘silicon workmates’
... to complement human strengths and weaknesses, rather
than to compete with them". Again, in Clarke (1993) , reprised
in Clarke (2014b) , I reasoned that: "Because robot and hu-
man capabilities differ, for the foreseeable future at least,
each will have specific comparative advantages. Informa-
tion technologists must delineate the relationship between
robots and people by applying the concept of decision struc-
turedness to blend computer-based and human elements
advantageously". 

Adopting this approach, AI needs to be re-conceived such
that its purpose is to extend human capabilities, by working
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ith people and other artefacts. The following operational 
efinition is proposed: 

Complementary Artefact Intelligence: 

1) does things well that humans do poorly or cannot do at all 
2) performs functions within systems that include both humans and 

artefacts; and 
3) interfaces effectively, efficiently and adaptably with both humans 

and artefacts 

A concept related to, but different from, ‘complemen- 
ary intelligence’ is ‘augmented intelligence’ ( Engelbart 1962 ; 
ann 2001 , but currently enjoying a revival). A fuller descrip- 

ion of the concept that this section is addressing is as follows: 

Complementary Artefact Intelligence refers to forms of Artefact 
Intelligence that are complementary to Human Intelligence, and 
that work with Human Intelligence synergistically, thereby pro- 
ducing a blend of human and artefact intelligence to which the 
term Augmented Intelligence is applied 

An alternative, imprecise but cute depiction is: 

Human Intelligence 
+ Complementary Artefact Intelligence 
= Augmented Intelligence 

An important category of Complementary Artefact In- 
elligence is the use of negative-feedback mechanisms to 
chieve automated equilibration within human-made sys- 
ems. A longstanding example is the maintenance of ship trim 

nd stability by means of hull shape and careful weight dis- 
ribution, including ballast. A more commonly celebrated in- 
tance is Watts’ fly-ball governor for regulating the pressure 
n a boiler. Of more recent origin are schemes to achieve real- 
ime control over the orientation of craft floating in fluids,
nd maintenance of their location or path. There are suc- 
essful applications to deep-water oil-rigs, underwater craft,
nd aircraft both with and without pilots on board. The no- 
ion is exemplified by the distinction drawn in Table 1 above 
etween decision support systems (DSS), which are designed 

o assist humans make decisions, and decision systems (DS),
hose purpose is to make the decisions without human in- 

olvement. MIT Media Lab’s Joichi Ito has used the term ‘ex- 
ended intelligence’ in a manner that links the notions of com- 
lementary artefact intelligence, augmented intelligence and 

esponsible AI ( Simonite 2018 ). 
There are circumstances in which computer-based sys- 

ems have clear advantages over humans, e.g. where signif- 
cant computation is involved, and reliability, accuracy, and 

peed of inferencing, decision-making and/or action-taking 
Table 4 – Forms of intellectics. 

Full artefact autonomy 
An artefact makes a decision, and takes action in the real world to give effect t
action being taken 
Revocable artefact autonomy 
An artefact makes a decision, and informs a human controller that the action h
interrupt the action 
Overridable artefact autonomy 
An artefact makes a decision, and informs a human controller that the action w
the human has the opportunity and capacity to prevent the action 
re important. A pre-condition is, however, that a satisfactory 
tructured process must exist. An alternative pre-condition 

ay emerge, but is contentious. Some purely empirical 
echniques, and perhaps even heuristics (‘rules of thumb’),

ay achieve widespread acceptance, e.g. if they are well- 
emonstrated to be more effective than either theory-driven 

pproaches or human-performed decision-making. 
Computer-based systems may have further advantages 

n relation to cost, and in relation to what in military con- 
exts are referred to as "dull, dirty, or dangerous missions".
ven where such superiority can be demonstrated, how- 
ver, the need exists to shift discussion away from ‘AI’ to 
omplementary intelligence, to technologies that augment 
uman capabilities, and to systems that feature collaboration 

etween humans and artefacts. 
I contend that the use of the Complementary Artefact In- 

elligence notion can assist organisations in their efforts to 
istinguish uses of AI that have prospects for adoption, for the 
eneration of net benefits, for the management of disbenefits,
nd for the achievement of public acceptability. 

.2. Intellectics 

obotics began with machines (in the sense of mechanical ap- 
aratus) being enhanced with computational elements and 

oftware. However, the emphasis has been shifting. I con- 
end that the conception now needs to be inverted, and the 
eld regarded instead as computers enhanced with sensors 
nd actuators, enabling computational processes to sense the 
orld and act directly on it. Rather than ‘machines that think’,

he focus needs to be on ‘computers that do’. The term ‘in- 
ellectics’ is a useful means of encapsulating that switch in 

mphasis. 
The term ‘intellectics’ has been previously used in a related 

ut somewhat different manner by Wolfgang Bibel , originally 
n German ( 1980, 1989 ). Bibel was referring to the combination 

f Artificial Intelligence, Cognitive Science and associated dis- 
iplines, using the notion of the human intellect as the inte- 
rating element. Bibel’s sense of the term has gained limited 

urrency, with only a few mentions in the literature and only 
 few authors citing the relevant papers. The sense in which I 
se the term here is as follows: 

Intellectics refers to a context in which artefacts go beyond merely 
drawing inferences from data, in that they take autonomous ac- 
tion in the real world 

In Table 1 , decision systems were contrasted with decision 

upport systems on the basis of the artefact’s degree of auton- 
my. Table 4 identifies the forms that intellectics may take. 
o that decision, without an opportunity for a human to prevent the 

as been taken, and the human has the opportunity and capacity to 

ill be taken unless the human exercises their power to veto it, and 



computer law & security review 35 (2019) 423–433 431 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Threshold Test for Intellectics is that, if the artefact cannot
proceed with an action it has recommended unless the human ex-
ercises their power to accept the recommendation, then the arte-
fact does not have autonomy 

The effect of implementing Intellectics is to at least reduce
the moderating effect of humans in the decision-loop, and
even to remove that effect entirely. Applying the notion of In-
tellectics has the benefit of bringing into much stronger focus
the importance of assuring legitimacy of the data, of the infer-
encing technique, and of the inferences, decisions and actions.

In the case of inferencing based on neural networks, for
example, major challenges that have to be satisfactorily ad-
dressed include the choice of learning algorithm, the avail-
ability and choice of sufficient training data, the quality of the
training data, the significance of and the approaches adopted
to data scrubbing and to empty cells within the training data,
and the quality of the data to which the neural network is then
applied ( Clarke 2016a, 2016b ). 

6. Conclusions 

This article has outlined AI, both in the abstract and through
four exemplar technologies. That has enabled clarification of
the threats inherent in AI, thereby articulating the vague but
intense public concerns about the phenomenon. 

This article has also proposed that the unserviceable
notion of AI should be replaced by the notion of ‘com-
plementary artefact intelligence’, and that the notion of
robotics (‘machines that think’) is now much less useful than
that of ‘intellectics’ (‘computers that do’). In the near fu-
ture, it may be possible to continue discussions using those
terms. Currently, however, the mainstream discussion is about
‘AI’, and the further two articles in this series reflect that
norm. 

Sensor-computer-actuator packages are now generating a
strong impulse for action to be taken in and on the real world,
at the very least communicating a recommendation to a hu-
man, but sometimes generating a default-decision that is sub-
ject to being overridden or interrupted by a human, and even
acting autonomously based on the inferences that software
has drawn. 

A power-shift towards artefacts is of enormous signifi-
cance for humankind. It is also, however, a power-shift away
from individuals and towards the mostly large and already-
powerful organisations that control AI-based artefacts.
Substantial pushback from the public needs to be anticipated.
Existing regulatory arrangements need to be reviewed in light
of the risks arising from AI. If adequate safeguards do not
exist, new regulatory obligations will need to be imposed on
organisations. 

This article has identified a wide range of reasons why re-
sponsible behaviour by organisations in relation to AI is vital
to the future for individuals, society and even humankind as
a whole. The next article in the series examines how organi-
sations can adapt their business processes, and apply a body
of principles, in order to act responsibly in relation to AI tech-
nologies and AI-based artefacts and systems. The third article
then addresses the question of how a regulatory regime can
be structured, in order to encourage, and enforce, appropriate
behaviour by all organisations. 
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